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1.0 Introduction

An operating. progrm accepts as ia,.ut an ess-A cf up to

3CC words in length, uinC yields as output an ess"~-type para-

phrase that is a uionredundan bur_' of the c.,ntett of the

source tft~t.

Although no transformations ar~e used, thc con-.a.2. uZ ~

sentences in the input text mayj be combined into a 31- .. s_,n, nce

in the output. Theo format of the output essay may be varied by

adjustment of program parameters. In aition, the system occasion-

ally inserts subject or object pronouns in its paraphrases to avoid

repetitious style.

The components of the system inri.de a phrase structure and

dexp.naency zer-r, a routine for cstahl-ishing dependency links

across sentencesj, a. ;rzzram !nr gene,st- coherent sentence para-

-'nrases rand1omly with respect to order and re-,t ttion of source

tert subject ma x, a control system for determining the logical

sequence of the paraphrase scz-.tences, and II -out ine fnr inserting

pronouns.

The present version. cf t)-! pro,:rww requires tb;.. ~.1i&Ja,

wurd class assignm-ents be part n~' t,- infar-o-inct pp.'__ ir. a

sm'urce text, and also, that. the G.--7rn&i-a. t-r~tivu-, of t,

;.tencecz in Ithe sou.rce cL~nrr. L1:,... Lnta:Lions of the rarsi-g

System.
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2.0 Dependency-Phrase StructureParairC System

The parsing system used in the automatic essay writing

experiments performed a phrase str ucture and del.endency analysis

siimataneously. Before deascribing it "_r'vtion it will b~e useful

to explain ta operati on of t. typical phrase stru ture pcw-. Ir.Z

syrtem.

Cocks of IBM, Yorktown, developed a program for the recognition

of all possible tree structures for a given senr~erce, The program

requires a grammar of binary form~a" for reference. While Cocks

never wrote about the program himself, others have described its

operation and constructed grammars to be used with the Progrs".i' 2

The operation of the system may be illustrated with a brief

example. Let the graer consist of the rules in Table 1;

Ut ThO senten's z anersed be:

A B C D

The grmr is scaned. for a match with th fMet pair of

entities occurring in the sentence. rtule I of Table 1.,

A + S P. *-plies. Accordingly A w.1 B - ." be l1irl.,A together in

a tree struztuire e'ni t!.:i!r Itaking r-I1e laknled P.

A B e D

Ikt the next pair of eLaermns, 2+ C, is also in Tible 1. This

demands the analysi* -f an admicLional tree strun~turs.
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1. A 13- P

2. B +C -Q

3. P +C -

4. A + Q S

6. R +D -U

Table 1
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(b) A B C D

These twoe trees ae nov examined again. For tree (a), the

sequence P + C ia fj ; 4n Table 1, yielding

A B C D

For tree (b), the pair A + Q is found in Table 1, but not

the sequence + D. The resul.t here ist

(b)

A B C D

Further examination of tree (a) revesls that R + D is an entry in

Table 1.

(a) B U

A B C

In true (L), + D is found to be in Table

(b) .. T

A B r D

The analysis hez- eladedi twn POs31Q!-- 't acrue-rnres for the
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sentence, A B C D. Depending upon Lhe grammar, analysis of

longer sentences right yield hundrers -r even tho'issnds of alternate

tree structures.

Alternatively, .ocr 1 the ccpara~e u-ce ,trduturar -24ht not

lead to coCzn-eti,n. If grx.-nar rule 6 of TLble 1, R + D = U, w:re

deleted, the analysis of sentence (a) in the exualet c-nad not he

completed. Cocke's system performs all amalyses in ; e__-'"-- end

saves only those which can be completed.

The possibility of ussnj a parsing gr r an a generation

grammar is described in section 3.

2.1 Phrase .tructure Parsinr with Subscripted Rules

The phrase structure parsing system devised by the athor makes

use of a more complex type of gramatical formLIA. Althugh the

jsplmented syst. e. ?.-- rc. ;-eld more than oie of the possible

tree structures for a given sentence 'multiple anelybzs ---e possible

with program modification) it does contain a device that is an alter.

native to the temporary pnrallel analyses of trees that cannot be

completed.

The grar--ar consl:.z CI t. set nf sp:J p e s tructure

forolas a' for example, in Table 2. 1- '-' rep.nta a ,_

noun phrosc clac , 'V a verb or verb p:-.-e rlass, 'Prep' a preposition

class, 'Mod' a preposition.al phrae 1l, 4 J'A: an rsjective class, e-d

'5' a sentence class. 7'- -ubscripts determi, - th- crder and limita-

tions of npplicat-on of these u-uhe.cn Lenerating as weLl as
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1. Art0 + N

2. Adi 0 + N2 . 3

3. N + Mod -N,

14. v

5. Prep, + N 3  Md,

6. N 3 + V 3 'S

Table 2

Phrase 5trutIre Itale.
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parsing. The use of the rules in parsing may be V lstrated by

example.

Consider the sentence:

'The fierce ta1vcrb J.;- 1idia eat met.'

-.;zt one has determined the individual parts of speed-h for

each word:

Art .1.NPrp

0 M 0  N0  02 Z~ '0
11 I I I i .

The fierce tigers in India eat mat

The parsing rethod requires that these gra-ar codes be examined in

pa~ira to see if they occur in the left hialf of the rules of TL~ble 2.

If a pair of gr-ar codes in the sentence under analysis matcnes one

of V-' -ilea and at the same time the subscripted of the coaponenta

of the Table 2 pair are gxete- t'h" or equal to those of ti'e cor-re-

--nding elemnts in the pair in the sentence, the latter pair may

bn connected by a single node in a tree, and that node labeled with

the code in the right half of the rule in Table 2.

Going f .,left to right (one might start fr-.& either direction),

the rirst pai- of codes to t *heckp.d le &-t + i.,. Thir scnonee

Ao-es not occur in the left half of .-.y rule.

The ne~ct pair cf --deso is Mi.. N + Thic pair matclies the

3cft half of rule 2 in Tnble 2, !:2 1 2*, Here the %ibscri;.-s

in the rule are greater than o. equal t: 2i-runL ra in the

sentence under analysiA. Part of A tree =y~ nowv be drawn.

z1
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/2

0rt 0  0p NO

The fierce t i'-.- in aL!;.&4 eA-t tat

The next pair of codes to be searched f.-r !: N3 + PrepO.

This is not to be found in Table 2.

The following pair, Prep0  N'0, fits rule . '~1.,

PrepO + N3 ' N4od." The subscript rules ane not violated, and

accordingly, the sentence structure now appears as:

2 N Mod,

0 0 0 0  NO V0  NOIII I I-I°

T.e tie--e tigers in India eat meat

The next pair of codes, N. + aV0  o appears in Z 2,

N + V - S. But if these two terms are united, the No would be
3 3

a member of two units. This is not permitted, e.g.,

At .re,., NO

The fierce t±Cers -n I.'dia eat mat

When a :ode sen,; to b. a - .- cr of more than one hiJher

unit, the unit of minimal rank is the o.2 selected. .. lk is detemined

6wS
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by the lowest subscript if tue codes are identical. in this case,

where they are not identical, S (sentance) is avaeys higher than a

Mod, or any code other .han another s'entence type. Accordingly, the

union of N + V0  . nou :ti 'ormed. This particular c.wiice is an

alterr-. a tQ the temporsry cok-.utation of an alternate tree strac-

ture that would have to be discarded at a lets- itat of s'u'isnrsir.

The next unit, V0 + NO, finds a match In rule e P,

V1 + N2 = 2 , yielding:

N 2 Mod, V2

Art 0 N0  N Vo NOTo _AI ,o I NoI

The flerer T In India eat meat.

One cooplete pass has been made through t!h- zentence. Succe.zve

pannes are made ,--t
4
l no new %units are derived. On the second pass,

the pair Art 0 + Adjo0, -whch has a-ady been rejeLttd. is not considered.

However, P new pair, Art,,) + N2 , is row found in rule I of Table 2,

k 0 N2 .
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The tree nov app-zars as:

Art 0  IIC NO rep,. 0 vtJ I I'. !

The fierce tigers In India tal. .:t

Continuing, the next pair accounted for by Table 2 is No + Mod i ,

,which is within the domai.1 of rule 3, N1 + Mod, = N. I Here the sub-

scripts of the gramar r .ic are greater th-en or equal to those in the

text entities. Now the 10 associated with 'tiger,' is already linked

to nAdJ0 unit to form an N unit. Hovevtr, the result of rule 3 in

Table ; is an Nl unit. The lower subscript takes precedence; accordingly

the N 2 unit w.- o_ NI nf wich it formed a part must be discarded,

w1 the result:

/ Modl/ /,2

Art Nd Nrp v0

Th tierq tirers in India e' '- W at

On the balance of this scan . .h th.e ., ,tcc 1o ;.* tujttUnre3

are .!,countered. A subsequent ptsns ' . !I,k "JO to !" prxt.cirg n

N2 -nit. Eventully thir. N, .,nit vil uc consitlered fto0 linkage -. th V_

to form a sentence, SI. by rule 6 of Tat , 2. This if.: s is rejected

£ for reasons pertaining to rules of precedence.
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A subsequent pass links Art0 vith this h2 to form N 3 by rule 1 of

Table 2. This N is linked to V by .e'6 of Table 2.3 2

-/Sl

2

/ V
Art 0 o Pro NO VNI I I I
The fierce gtiers in India eat met

Am toe next 14. -;;.'Ip no changes, the analysis is complete.

This particular system, as alremly i.iicated, mates .'.,) povision for

deriving several tree structures for a single sentence although it

avoids the problem of temporarily carrying additional analyses which

2.2 Dependency

A phrmse structure or immediate %:s..6tuincy analysis 'f :L

sentence may be viewed as a discriptio. of the re!tionse a g uit..

of varied conplmxity. A dependency e,'a.%is 1. a description of

rel.tiona wnong simple ur ts, e.g., wors. .3cripll os of the formal

propert!es of dependency trees Pu:4 thc Sr relatiorship to' immediate
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constituency trees can be found in the waork of David Hlayes,3 a4d

Ham Gaifman. 4For the purpose at tM3 paper, the notion of dependency

will be explained in te-m3 of the information requil-ed by a dependency

parsing progrm.

TNr partlcular system described next performs a phirase .tructure

and dependency snalysia alssiltaaeously. The -atp;u of the roran

in a dependency tree superimposed upon a phrase 3trUL_ -
4 .ree.

F'~dmntallyx dependency may be defined as the relationship of

an attribute to the head of the construction in which it occurs. In

exocentric constructions, the head is specified by definition. Table 3

contains a set of grammatical rules ibich are sufficient for both

phras structure and dependency parsing. A symbol preceded by an

ste-4 a.k is considered to be the heed of that construction. Accord-

ingly, in rule LOf Ibir 3,A&to -'W N# the At0unit is

-4-"edent on the N12 unit. In rule 6 of Tablz 3, *N3 +. V 3 '81, the

V 3unit is dependent on the N 3unit.

The method of perforr. ng a simultaneous phrase structure and

depemcency P.- -.ysis to similar to the one caeacribed in the previous

section. The addiional teatua-e is the cnu4.iativt czpvaI~tIon nif

t~e depeztdency relations defir~ed by *he rules in, *%e wru .at~j. an.

example will be helpf%-' in illustratting +isa point.
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1. Arto + *N 2-N3

2. Ado + I = 112

3. l 1 + Mod, - N

4. ov 1 + N 2 v 2

5- *PreP0 + N3 ' IMcl

6. *N3 + V3 - S1

Table 3

Dependency-Phinrv~~ 3t-.ct.. 1 C c r
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Consider the sentence:

'The girl wore n ev hat.'

First the ivords in the sentence are numbered sequentially, and

the word class arir':~ e rade.

A t 0N 0V 0 A t A d .i C ! 0

.0
The gir Loe new

The sequential numbering of the jiords is used in the designation

of dependency relations, Looking sheasd, the dependency tree that will

be derived will be equivalent to the following:

girl

The 7  wore

hat

a new

v9f.c -e the arrovs indicate the dire&.,,,: dp'endent-(. Anot!f,

of In-licating the sawe dependicney rz.:ag'sis is *!-. 11 fanon-eaA-h

word being ssociated vwith the nnzbe -~ ae ' rd it ic ±epxr.dent on.
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The girl wore a r.ew hat

0 1 2 t 5

1 - 5 2

Consider the coc.tation of this analysis. The first tW u!ts,

Arto + N, are united by rule l of Table 3, Art 0 +t -=,r . The

results will be indicatad In a slightly different faznicn than in

the examples of section 2 1.

N 3(1)_*N 3(0)

*Art N 0 AN.*Art ON10 0 I I0 I
ihe irl wore a new hat

0 12 5
1

All of the in?:-st 1on concerning the constructions involving

a particular word will appear in a column above that word. Each such

vord and the in--,rmation above it will be callei an entry. This

par ica.ar mode .f de-cription rrpre-'-.t the parsing . . t

pia' in the actual computer progrm-.

The fact that Art + 1I0 form a u:.t i- s='-d by th- nccur-o.nce

of -. N1, at the top of entrto- C &rn$. he asterisk ;recedirg the

N3 at the top of entry 1 Indicates that It! entry 3 ciated with



July 21, 1964 -1-SP-1602/O0l/OO

the head of the construction. The asterizks associated with the

individual word tags, indicate that at this level each word is the

head of the construction containing it. This last feature is ne-essary

becuse of certain design factors in th, rrne-am.

The numbera in brackets aL.jacent to the N units inidic4 the

repciepartners in the construction. Thvr the ()) act the top of

entry 0 indicates that its partner is in entry 1, and M4-~ (0) at the

top of entry 1, the converse. The absence of an asterisk at the top

of entry 0 indicates that the n"-mjer in brackets at the top of this

entry also refers to the dependency of the English words involved in

the construction; ioe., 'The' of entry 0 is dependent on 'girl' of entry

1. This notation actually-makes redundant the use of lines to indicate

tree structure. They are plotted only for clarity. Also redundant

is t!h% 6.4L~n" InII-tion of dependency in list fashion at the

bottom of each entry. This inf "N 1.x~or is tab..lzt'!d only for clarity.

'he next pair of units accepted for by the program is Adjo +NO

These, according to rule 2 of Table 3, are united to foxa an N 2 unit.

-j lIN(0)(5

*Art "0 'n *Arto *Ad 3

The girl wore a rcl.: d~

S 15
Here 'nev' is dependent on 'hat.'

MIN
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On the next pass thr-,ugh the sentenc~e, the H 3 of entry 1, 'girl,,

is linked to the V 0 of entry 2, 'Iore,' to form an S unit. It is

worth noting that a unit not prefaced by an asteri.sk is ignored in

the rest of the parsing.

*s1 C2L.. s1 (2.

*At0 "0 W Art 0 *dj *-

I I I I I I
The gir.1 wore a nel hat

O 1 2 14 5

1 1.5

The new, "--' rgtne from this grouping is that of

'wore' upon $girl.' The Art 0of entz"! 3 plus-the h 2 ;,, entry 5

form the next unit comined, e indicated by rule 1 of Table 3.

Note that the N 2of entry 14 can be skipped because it is not pre-

ceded by an u' ;risk. Adjacent asterisiced u-ics are the only

candidates for uni.~
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On the next pans through the sentewre, the N 3of entry 1, 'girl.'

is linked to the V0 of entry 2, 'yore,' to foriaa mS 3. unit. It is

vorth noting that a unit not prefaced by an asterisk is Inored in

the rest of the psarsing.

*Art 0  *N~O OV *r *Agdj 0 *N

The girl ire a Dev hat

0 2 )
1 3.5

'Mle nev = -_"Sne from this grouping is that of

'yorel upon 'giril The Art0 or entry 3 Plus the 14 a Qx entrv 5

form the next unit combined, as indicated by rule I. of Table 3.

Note that the 9 of entry 14 :a be skipped because it is not pre-

ceded by an mat- risk. Adjacent asterisked vn..La are the only

candidates for unioaii
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*S(2 1ll 3(5) - *N3(3)

-~(0 - N2 1(14)

*Art 0 , sArt *Ad - 0 "

I 10
The girl ware a Lev hat

0 1 2

1 1. 5 5

or the next pass thog the setenice, the V0 of entry 2 is

linked to the N 3of entry 5 to form, according to rule 4 of Table 3,

aV2 ui.The S~ 1 uit, of iAieh the V0 is already a part, is deleted

becav- the V 0 groupiS takes precedencerc. The result Is:

v (2)

N1(5) -N3(3)

*At w*At0 *4-, ON

I. 0 I i I I
The girl vore % nay1 hat

1 5 5 2
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The next pass completes the analysis, by linkcing the Iof entry 1

viLth the V 2of entry 2 by rule 6 of TabA- 3.

2

N 3(l)-43(0) N I5- 24

*Art "0 W At Aj M

I .0 0 O0T

The girl maorea na ht)

0 1 .5

Note again that the dependency analysis may' be read directly

from the phrase structure tree; the bracketed digit associated irith

the tcp unaiteri ake6 phrse structure Ictel 4, e-2b cw... , ndiaetes

the dependency of U-0 more in thf.t e~~

The only entry hcring no v-aszLer1A-k. A^.= at the top ir 1

This implies that 'girl' is the head nf the ee~tvce This choice of

the aain noun mubecZ. instead of the nm4'n ver ; as the z-antence head

is of significance in gersratirg cckwrent die.cournse. The reasons for

this are indicated In section 3.^-.



July 21, 1964~ -21- sPi :/o, o

3.0 Generation

The discussion of generation is ranceemed vith the production of

both nonsensical and eoherent &i'~oure-

3.1 Gri icl Cizz Nonsense

T.1-e -ewr.~ation of grammaticaill e~ orrect =wsernse nay be acocn-

plihti.i with the same type of phrase structu~-" l~ Pz in lr"!e 2,

and 4. (The asterisks in Table 3 are not pertinen z. -ratio3n. ) A

cociputer program implementating a phrase structur-e generat ion grar

of this sort has been built by Victor ne.

The rules in Table 4 contain subscripts ikich, as in the parsing

ay~tem, control their order of application. The rules cwy be e'ieved

as revrite instructions, except that the direction of revriting is

the -- erse of that in the parsing system.

Starting virn toe syuako I .-.r -- ttoce, S. , 312 + V3 May be derived

rule 6 of Table 4.

Si

3 V3

N'fle that m tree structure f * te -Pnerated ir t.;az~g w-

history of the rewritings. Ifretuodexr ar = -x=e' Mi~ Te

N, ,.nit may be replaced by the lef- 1- ' - ale 1, P r I. if tne

p..,acript of tbe N on the r!Z't L-. r or ttese rules vere greater than
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1. Art, + N 2 -3

2. dJ + 1 2 '

3. N + Mo,- 1

4I. v 1 + N2 ' V2

5. Prepo * 3 -Modl

6.N3 + V3 -a 1

7. N0 WV2

Table 14

Illustrat ive Generation Grmaw Rules

- -K-~74m
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3, they would not be applicable. This is the r.verse of the condition

for applicability that pertained in the parsing rystem. Assume rule 1

of Table 4 is selected, yielding:

/ S1

N V
3 3

Art 0  N2

A node with a zero subscript cannot be further expanded. A.

that remains is to choose an article, at random, say 'the.' The N2

unit cn still be expanded. Note that rule 1 is no longer applitable

because the subscript of the right hand mmber is greater than

p rupo .e iz ' Table 4 is selected, yielding:

N " 3 1 v 3

Art 0  N 2

Thie

Now an adjective zu,4 be chcau.r at r.JrA, cay,, 'red.'t The nnly

,,eusions of N1I are by I-Ile 3 Oe
f L.- J ur rule 7, wilch m-zkea 1.a

terminal node. Note that rule 3 is rec it sie: J hpt 4S, it may be

I ~used to rewrite a rc' e .epea,-edly without reducing the Yalue of the
WAVW77~ A-IPM
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subscript. A.cordingly san adjective string of indefinitely great,

length could be generated if rule 3 were ehos;2n repeaze4ly. For the

sae of brevity, next let' vile 5 of Tsbi L a z; letee1. A riour may

nov be chosen' et ndm. Say, 'car.' yieldiig:

Art 0 N 2

so

The -- dcr

Let the V be written V, N, by rule 14 of Table 14 Ad that

V rewritten as "Qby rule 8 of Table 14. Let the verb ;:hoe= for

+his terminual nodo, be 'eats.'
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N3  '3

Art 0  N 2V2 2

The red a outs
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Mhe only reaining expandable node is N.As."w that No is

selected by rul.e 7. If the noun chosen for the termin~al node is

'fizh' the final result is.

S

0 
~21

Aj0N 1  V0  NO

NO

The red Aqfish

With no restrictions placed upon the selection of Yocabulary, no

control over the semantic coherence of the terminal sentenee is p-nesible.

3.2 Coherent r:.. cowre

The output emf a 3yhrss &L.'Ue-ure eenersticon grawarzr v- " b

limited to coherent discourse under c-- *tain conditi- im. 1' , .~.

lary used is limited t.^ tl-t t of some s4,arck* tebxt, and If it is required

tbj%+ the dependency relptions. in tnv -Y-vu-4 ,: .tences not differ frug.

those present in the &urc.3 text, then th .... u se~ntences will ba
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coherent and vriii reflect the meaning of the source text. For the

purpose of matching relations bet-,een qurce tert and output text,

7 dependency may be treated as transitive, except accz.s prepositions

other then ' of' I ai o-'z-,t acros a vertes other than fc;:-- ofr to be.'

A c =;-tr program which produces cc~ierent sentence par-.phrases

oy monitoring of dependency relations has been d-.7-ibed ePwr.,

An example will illustrate Its operation. %:onside.- t- --- t:

'The man rides a bicycle. The m is tall. A bicycle in a vehicle

with wheels.'

Assume each word has a unique gr-moical code assignedi to it.

The man rides a bicycle

Art N V Art N

The n. iz .Tl

Art N V Mdj

A bicycle is avehirle v41h w~heels

Art N V Art pe

A dppendency analysir of th.:s *tret can t= 'n :..e ;ji- of IL

ne~vork or* a list structure. In e'..h" Pusz, for pur~zses o:'

IISV-
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paraphrasing, twov-way dependency links are assumed tc. exist between

like tokens of the same noun. A network description would apj e as

man man

-~The rides Tei

bicycle bicycle 'aL

a 7  A1
vehicle

a with

wheels

0 1 2 4! . §

The man rides a bicycle. The man is tall.

1 0 1 2,10 6 1 6 7

LO1 11 1.2 14 1

A bicycle is P vehicle with wel

10 4. 10 i3 U1 13 1

The paraph~rsing prc.' '= described w~ould begin with the- selection

of a sintence type.
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This generation program, in contrast vith the :.thod described

above, chooses lexical. items a soon as a new slot appears; for example,

the main subjee~t and verb nf the senteuace are selected now, *iile they

Aame adjiacent in ths sentence tree. Assme that lbicy tl i is selected

as the nuun ror N 3.

IV
3 3

bicycle

It is now necessary to find a verb directly or transitively dependent

on 'bicycle.' Inspection of either the netvork or list representation

of the text dependiency analysis shows no verb dependent on 'bicycle.'

th. %:apurter dett-en '.Ct, this by treating the dependency analysis as a

msze ini -which it seeks a path batnen esct. ;..Qz' token and the word

'bicycle.' Accordingly, the computer program requires that another ,a

be selected in its place; in this case, 'msn.'

.3 3

That program k'sepu trasLk of %kith tc.- o. 'r-r is at!-.;ctei.
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It is now necessary to choose a verb dependent on 'man.' Let

'rides' be chosen.

*Sl

N 3V

man rides

Now the N 3 may be expanded. Suppose rule 1 of Table 4 . -o

* S1

N 3  V3
man rides

man

Not 'hat 'man' Is associated with the nev n-3un p!-r,!e node, N 2

It is nov necessary to select an article dependent on 'man.'

Assume 'a' Is eelocted. 'While a path 'a' LQ '.; dos seem to

exist in the dependen-cy anal./ts, it crrne-z 'r4.ds,' o.itich is a

membe:. of a verb class treated aL an iritra,.alLive link. Acr!...y,

'a' is rejected. Either token of 'th*' is acsT-table, hcwever.

(Not& .nat for simplicity of prescu4 tatIlon *ao dim.tinction mon verb

classes has been made in i'l- rules of Tables 1 4.)
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S1

Art0  N 2
The am

The 'Art ' with a zero sub script emot be further ezParnd-d

Lot the IN 21 be exparvied, by rule 2 of Table 4.

S, 
3

man rides

2

The /man

A.
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Let 'Not be chosen an the next expansion of N1, by rule 7. Nov

the only node that remains to be expanded is V .If rule 4 of Table 4
3'

is chosen, the part of the tree pertinent to Irides' becomes:

rides

X A non dependent on Irides# must nov be found. Either token of

oman' vould be rejected. If 'vehicle' is chosen, a path does exist

that traverses a transitive verb 'is' and tiio tokens of 'blcyc.&-.'

S1

V3

Art, N 2  V 1  N3
The / man\ ie vehicle

tau, man
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Let IV 'be chosen an the revirtiig o,' V-. by rule 5 of Table !4,

and let the N3 be rewritten by rule I of Table 4. The pertinent part

of the t-,!e nov appears ss follows:

V3

V N
1

ridea vehicloe

V Art N0 0 2
rides vehicle

Asum that 'a' is chosen at the aIdl and that N is rewritten
2

anN 1 +Mod by rule 3 ofTable 4. The result is:

manrie

Art, N2  V1  N3

The /man rides vehicle

Adjo N1  7 0

tall man rIAz ar. l

'uan vehicle
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The Mois purely a slot marker, and no vocabulary item is

elected for it. If the Mod1 is rewritten Prep + N 3 by rule 5 of

Table 24, 'with' would be selected as a prepr'sition c2enendent on 'vehicle.,

and 'wheels' as a noun deven-lant on ',with- I After thec applici.±ion

of rule 7, the N -vuld be rewrii.ten 11, completing the gerner,, 1cn.

S,

The ma rid ri vees cl

AdJ N i VO Ar0N

-h m n rides a vehicle

0 NI /

man vehicle / \
Prep0  N 3

*with wheels

40
Or, 'The tall man riipd a veh-c-le with wtleel!.; weels

In cases vhere no word with the r--,aired depncee -Z~ ;

* ~found, the p '-nin smv- Inntances dL!CteS the p-ertinent portion

of thie tree, in o'thers, comptotely t 1e .rneration process. The

selection of both voca .iuyr items and strv'%.al formulas is done

randoexly.
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4.0 An Essay Writing System

Three computer programs wee u--oa!ribed in sections 2 andt 3.

The first performs a unique dependency and phrase i1icture analysis

of individual sen.nk;z ;n written English text, the :.cabulary of

which 'nz received unique grmm-r codes. The power of this proZrsn

Ls 1 2ited to the capabilities of an extro!y ima- r.eco.'rtt4 on

grLMr.

The second progrm generates grsmatically correct sentences

without control of meaning. The third program consists of a version

of the second program coupled with a dependency monitoring system that

reqjires the output sentences to preserve the trasitive dependency

relations existing in a source text. A unique dependency analysis

cove-,n relations both within and amang text sentences is provided as

part of the input. 'hIe cutputi .f tls third progrm are graatically

-rect, coherent paraphrasee of the input text which, hcev-ver, are

random with respect to sequence and repetition of source text content.

What it called an 'ec-say' writing system in this section consists

of all the ;-.- rama described eartier, plus a ro~ti:na for assignlrg

dependency relati~cis scroe. seatences in = iaput to!.-t -nd L ro ,,ine

%tich insures that the paraphrase L -tences Vill . . a

sequence aw.I will nct '- repetitim wit resrect to the sourne text

f-ntent. Still another Aevice iL c'tln.- that permits the genc:ti n

of a paraphrase :r,,,ui n outline sup - .-Ith: a lprger body of text.

0 In addition, several generatlv devices h-v, been addea: routinec

/ - <+ ,--...-.
IN

M/-7 V
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for using subject and object pronouns even though none occu~r in the

input text, routines for generating relative clauses, although', again,

none may occur in the input text, and a routine for converting source

text verbs to out'vut t-=t forms eadim ng in ig

4i.1 fepe fenzy Analysis of an Rntire Dihrcourse

After the operation of the routine that ,,eroms. & depei'edency

and phrase structure analysis of Individual setu-Z " t necesary

for smother program to enalyze the text as a unit to assign depend-

ency links across sentences and to sltar scm dependency relation&

for the sake of coherent paraphrasing. The present version of the

program assigns two-way dependency links between like tokens of the

same noun. A future version will be more restrictive and assign such

links only among tokens having either similar quantifiers, determi ners,

or subordinatiA rt' n=n-z, __ wichi are determined to be equatable by

apecial semantic rules. Th'is ia wiceseary to inm&-e Uiat ach token

of the same noun has the saw real waxrld referent.

While simple dependency relations are sufficient for paraphrasing,

the artificinY':r constructeC texts used in .s~e axpet.ments described

In this paper, par~rxX.-aiiig of ltnreszri.6ed Liiwliat text *ould do%&Aid

sn~cial rule revisions with res~pect te. the directivmn ird nrof- z~f

the dependency relation. The rearion 'er tb~s I& easily understood by

a simple example familiar to traii-trrr~r1,6ionn1 -'at*.
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'The cup of water is on the table-

The CPi

water tsbL_

'The K1xg of Spain Is in France

The Of is

Spain In

The parsing system would yield the oam type of analysis for each

emitence. Yet it woud be desirable to be able to paraphrase the

firsrt sentence vh

Intks wter ith tabM~le;

vi*.~rit the P~ossibility of persphrain 'he second 9--%Vnc. -%t

10ain is tn Fac.
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Accordingly, a future modif ic%tion of the routine described in

this section wiould, after noting the special word classes involved,

ssaign two-way dependency links between 'cup' and 'of' and ,lso between

'of* ! d 8vater,' but take no such action with wordt 'King.' 'of,' and

'Spain' in the seec'-ad sentence. This rea.&sa±.e of a psersing ?.ssignifl-

cance for a theory of gramar, and its Implicat ios with respect to

atratificational and transformational models is discussed In section 5.

&. 2 Pareprase Formatting

Control aver sequence and monrepetition of the paraprase sen-

tences is obtained through the selection of an essay format. The

format used In the experiments performed consists, of a set of par-

rahs each of %ich contains only sentences with the same main subject.

The ordering of the paragraphs is determined by the sequence of noun&

a3 tacy oerur n **e cource text. The ordering of sentences within

each peregr@Vh is partially control IeA by u~ -L yece of verbs as

th: occur In that text.

Before the Waiji-7auing Is begun, two word lists are compiled

by a subroutine. The first list contains a~ toe 3n of ea:". source

text noun that is not depmrdei't on sa noun or noun toler~ occurring

befor-e it in the taxt. The takersa or - v'~ied in soviace text zt7

The second list consists of ceery oc.n~f evevry ; ; .n the text,

In a"- 'POce.
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76- P1-.~ noun on t-ie list is autonatically selected as the main

subject noun for each sentence that is to be generated. As many gener-

ations are attempted as there are verbs on the vert list. The main

verb rcr each 3uch sentencc jenerat ion Pittemvt is t. ker in seauence

fromi those on th.- list. Once a sentence is c-uzcessfLU2y goen,-- ite' , the

token of the verb used is deleted from the verb list. Ifonsequential

use of verbs can occur In relative clauses or riodifying phrases. In

these in~stances also, the verbs or verb stem tokienb uzed are deleted

fro- the -crb list. When every verb on the list has been tried as the

main verb for a particular main su.bject noun., a nev paragraph is begun

and the next noun on the list becomes the -ain subject for each qen-

tence. The process is continued until the noun list is exhausted.

It my happen that som nouns do not appear as subjects of paragraphs

even t .c4 .ty p'V*i nn the noun list, becuse they do not occur

as main subjects In the source teC-t (-Thi-. Pz'Ctd'"e vas arbitrarily

gelected as suitable for testing the progr&=; other formats for essay

generation can be ijmp.Leinnted.)

The use of an outline as the basis fer pr.terIa tfng - essay from

a larger bwcdy of text Is :'-'m.plfSthed uimply; $thi bounde'-y botween

the outline wa the main body of te-;, k-' follove J. aark~d. ~
n~oun. list la limited only to those nouns ocr'rr L. t'e )itlineC.

The - crba selected still inelude the, oe '.the !.In text as mell as

ti'. ones in the outline. Theor:u: Iy, the main text :Ould consist

of a large library; In that zasp the Iritli~e might be ".:wd as an
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information retrieval request. The output Mould be an essay limited

to the subject matter of the outline but drawn fr~z a corpus indefinitely

large in both size and range of subject matter.

G43'eneration of Word Pzrms Not Pre~ient in tLhe Source Text

Earlier expertainnta indi.La&a that in nanV i.nstwin.;a reasonable

paraphrases ceruld be performed with the method ~~i'dherein if

the dependency relations held onlysmong stem rather --'a f-

word forms and if the stemn wrare subsequently convert~ed .;m of'

the proper grmnitical, category. The present system will accept a

verb form with proper dependency relations and use it ir a form iziding

in 0-ing' When appopriate.

Relative clauses may be generated even' though no relative pro-

nouns occur In the surce text. Where the generation process requires

a i.al~Afve rron'-'u, 'tdi' or 'which' is inserted intr. the proper slot

depending on kh, soier nf' tho- xPProp. ia+- antecedent. ALL the de-

/ e .&Ptors of the antecedmnt are then issigned V% the relative loroanmu'.

As Tunr as the ope-Mt'o- Of all programs is concerned, the pronoun is

its antecedent. Accordingly, If a routine is to inquire whethei: a

particular vera is dependent on a rel ative pron. the request is

fc-nulated In t-trms nf the ver3' a dertnAecncy on the et d: .%I.ort of

thle relativc pronoun.

The system may &La.o tionerate @u*,I1ect arA ro'jct pronowu although

nu %- forms do not occur in the amr- LU . h use of mubJect ar4d

object pronouns is azcomplished by separ. : routines. 9bjtct pronouns

2'K
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may be used randomly at a frequency that =ay be controlled by input

parmeters. After the occurrence of the first sentence in a paragraph,

a subject pronoun of appropriv e gcnder and number a be used as the

main subject of subsecuent 5entenccs • *'r -P'' pa -agrap. if Drogram

generated - numbers fall v'thin a specificd range.

T..e occurrence of an object pronoun of sq'roprite number and

gender is obligatory whenever a r.or.sub~ject noun. would normally be

identical with the last normstj subject noun used. A special storage

unit containing the last nonmain subject noun used gives the program
f

easy recognition of the need for a pronoun.

4.4 Co=puter Generated Essays

A number of essays were produced fro= varied texts, all of which

wre specially constructed so as to be suitable for parsinaz by a

small. dependency ?n., ,*.. 2-- structure erwmar. The parsing rerog-

nition grinmcr is contained in Tp-1. 5- kiecs.2 the material covered

forms a related %tole, Table 5 and all subsequent tables are gathered

in an appendix at the end of this document.) 1he generation Cromnr is

shown in T.-h'l 6. The recoenition rwmtz I . r.rp than th2

generation gra".ar, -. e .irt 'n. -t t-.z z.lt no use of r. outline;

iv).re exactly, becmse the procrmn . at s the presen,.e t'

outline, the entire text vnz its own outlire. l,,.uu Tcxt I is contained

in Table 7, Prt 1. Its essay paru.. ', C.t.put Text I, is contained

in Table 7, part 2. ir 2 that tht1 gener-atlM rul s used in producing

Output Text I do not contain the rulce for producing fz.i ending in '-ing.'

Out~1121 Oproucn
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The use of this rule and the associated device for converting verb

forms ending in '-iog' is illustrated in Output Texts III and IVwhich

appear in Tables 10 and 11.

Unambigwin word class rissignments vere p'urt -; tie input data.

As an example, tbe first sentence of Input1 Text 1, Tabe T, !m' -eld

Clever (ad.,.) John (noun, masc., ag.) mpt 6'4rb, .Ird Rg

Mary (noun, fean., ag.) in (prep.) the (art) paxi -.r. rrut. ag.).

Capital letters were indicated by a '+1 sign preceding the first

A letter or word because a computer does not normally recognize such

forms. The presence of an initial capital letter with a word c Led

'noun' provided the program with information sufficient to distinguish

such forms as belonging to a separate class.* Two verb classes were

distinguished in 1-e a io rwm=c, forms of 'to be' and all

others; also, two preposition claaaas were establsn.d, 'of' and all

others. Ad hoc word class assignments vere made in the case of

'married' in Input Text 1, Trble 1, %htich was treated as a noun, and

the case of 'f!. '*e'col in Input Text UP, Tab!-. 9, vill was labeled

an adjective. In wxrc. came this wan do-.. in (.rd.zr t.) avold. a more

conrlicated generation grammar. A pr.*e vas paid for thir ,slx-rctio'

as can be awen in the phrase 'rlaawr,-!c t-ler.' dererated In Output Text 11,

Table 9. The uncapitalized form cf 'be'm.1ty' 'hich appears in severet
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of the later paraphrases is not a typorc=phical error, but rather is

intended to reflect the use of capitclization to distinguish a separate

word class. In order not to assign 'bent.ey' to 0,e same class as

'John' it was 2eft uncaDitUizcd. (Thi t.,,c t r.ot wholl:y adequate.,'

The non class!.- differentiated by the prepeece or absence c" p'efixeLi

+ were manipulated directly within the prog.-m rather than by special

rules for each class. The pro-rno prevented a form Dr-fiLed by a 1+1

from taking an article and from being followed by a form ending in '-ing.'

It should be noted that the spacing of the output texts in Table 7

and beyond is edited with respect to spacing within paragraphs. Only

the spacing betwen paragraphs is similar to that of the origi-.2 output.

Table 8 contains an essay paraphrase generated with the require-

ment that only the converse of Input Tect I dependencies be present

i thc vjULPUL.

5.0 Discussion

There are several comments that can be made shout the essay

writing program with respect both to the functioning of the progras

and to the impi)cations for linguistc ..so-_ -gr.-stua by the rrcultT.

5.1 Program

The compiled program occ,-pies u,,u. iZ,030 register- o.

Philco 2000 core storage, a-pprcxtrately 8,C-,C rr-sisters of which %re

dev. ted to tshlee. The JOVIAL progrs., -Qntr-,s approxLmatsiy 750

.6catemnts. becmuse of 3pace isItstions, --he larSest text tte system

can paraphrase ia 300 English vnrds, counting periods as words.

can pg~phr-V
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One early version of the system took an hotur and a half to para-

phrase 150 words of text; various atteurts were msace to control this

processing time. Two programmsing devices used in thia effort are

described below.

Be7,-- the generation process involvnS S search of a net.work-

the dependency structure of the text--the procci.!g tilw Votld be

expected to increase exponentially with text size. -Ine facters

that control the exponential rate of growth, besides text length, are

the amouint of connectivity among wiords and the syntactic comsplexity

required of the sentences generated. Text that seldom repeats tokcens

of nouns would yield-a. nearly linear network, and the exponential In-

crease of processing time per word with respect to length would rat v

notice--"-.for short texts. However, the texts paraphrased In this

paper had a fiI hign frequency .f r-potit ion of noun tokens. The

ac' -rk representing the dependencies was madle relative.Ly linear by

having the proerm link a noun token only to its Umdiately preceding

token. Because dependency in transitive, all computed results were

t he same as If - ch token of a noun mere linked to every other token

of the 381a nOr- Beocae or th:s linkit&F convention, th fi edec

network was sufficiently linesr 4*o Ike the rate of 1-re"..u7 ...-

with respect Lo~ text leUat leart Tor the exariples used in thi3m
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Another device contributinC to the reduction of procescing time

Is tree pruninr. The proGrm eenerntes a tree. If a subconstruction

is initiated that cannot be carried to coupletion, It is often

deleted vithout sbandar.-Y-r.t of thc. of tht; ::-rat. .n tree.

Unrealizabli o- jectives are w~ng the uni~ts pruned. I 17e ad--. tion

of a routine to prune modifying phrases reduced the ;proceaziwg 'ine

to approximately 10% of the time required vithout *),- -;'.ivne when

the system was sct L~o favor text with nmerous modfying phirases.

The P-erage time fo~r generating an essay from an input of about

150 words is nov 7 to 15 minutes, depending on the syntactic compexity

p required of the output. The processing time for producing a t,:xt

from a 50-word source is about 15 minutes. From these figures it

can be seen that the processinC time per word increases linearly with

the 'cngtn of~ th" t,;,!.- - 1 seconds per word for a 50-word text input,

about 45 seconds a word for a 11C, -word text input.

5.2 T1heoretical Implications

The present version of the automatic ezsy writing system could

not operate sat isfacto-rily *41.h unrcstricte , is text as input.

For it to do co wo0t1 req~ire rvfI~acre.zt of tlhe d r,"-AncY enalybis,

w1ii.ch was derived from .Iadiate con -,.i,;eticy co.neiderat.! ..

indicated earlier, reaasignrrnt of dt-knderzy liakb or. the basis of

thc presence of' nrw-rous special~ wordi _ascez would be nece~ssary.

Tht- problem presented tv the necessity for -co nizinW' multiple

pftrsin~s of English sentences remains as f _nthefr major hir-ie.

* . .MW

MO,.
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The fact that verbs hwfing appropriate deperdoncy relations

in source texts were satisfactorily used as '-ing' forms in paraphrases

suggests a mo~re genersl system in which input text words belonging to

a variety of grwcmstical claas.s twuld~ be conver-ted tc, new form in

output text by the appropriate application of w~ui. might be described

as inflectional and derivational processes.

Such a system would have significance for theory.

Even the system described earlier accomplishes the work of a number of

transformations without using any. While a transformational grr

might be used to produce paraphrases beyond the scope of this system,

the work of many transformations con be accamplished with a simpler

conceptual fraemork. A transformation is an empirical generalization

about a '.-to. ir between strings. In contrast, a transitive inter-

pretation of dependency ielatlon. raw otv . It used to predict the

. :Iationship a transformation represents.

Even though '.: essay writer described in this paper is an applied

system, any complete theory of gran-ar oulev be able -i account for

its operation. I do not bel 'eve that transformational theory can do

So.

A stratificational. model of l_-nguage mighi. *.r am explanatory

pot,-. If, as in Sydney L.amb' mod8, or'i posits ti.. existence of

a .awic stratum above a le.- wC jn.E an explanation con be provided.

Dependency relations my be viewed as a . mcemic cout*oajart of tactic
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relations among sememes. A dependency structu-e dofining relationh

among lexemic units vould have mmy vt.- si-ar counterparts on the

sememic stratum, somevhat as a listing of allomorphs In a language

might resemble a lia.& c' --arhemes. The experimentz described

operated c-, r conditions -where the dependency structure vas a clise

approimation to the semotactic structure whic !2. pc. ited as Ie -g

the proper domain for manipulating meaig relations tK-. .- 1w text

and another. The first dependency analysis is mnaloous to lexotactic

analysis. A refinement of this analysis might correspond to a semotactic

analysis. Conceivably, a sufficiently refined system might e to

resemble a dynamic Implementation of a stratificational model.

€I
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1. Alj + *N 3 - t,

2 IV0 1 V2

4i. * + Mod, N2

6. vv2 N14 a V3

7- 'V2 + Ma.

8. *-s1+ dj 0  V V3

9. *V-is 1 +N4 . 3

1~ 3

U. + K.;

12. Peo+ 4 Md

i.-Pn Rcn0 + Nf3 - S~n

14. *P'art~ 0 N4 . od

T.;ble ~5
Becognitior Grftw'uar



lieF,

July 21, 1964 - -6o;4/cw-., -)

2. Adjo +I i NI

5. N s

8. Parto + N3 Mod,

*9. P-pn + 13 'Mod,

10. N14 + V4 ,S

Table 6

Gemerat ion Gr~a
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Clever John wt P y bi. the perk. John larried M~ry.

M~loved John. Hwry vented a chil-d. Y~y had

child. Mary raised a child. John vs a fsr-msth1

businessmn *o wwoked for a corporation. Nery va-

pemiiless. John secretly loved Helen b0 we bemtifta1

Helen aba also loved John ve maried to Peter. NAry

was a friend of Hes. Peter s a buddy of John.

Belen %to ve friendly often ate lunch with Nary. John

played golf ith Peter. John vented Helen. Helen Vented

-. Divorce was lapoesible. The solution vs stagle.

John liwed Vary. heien U-- ?-!ber. John killed Peter.

Reoln killed Vary. The end vas happ.

Table 7, Part I

Input Text I
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John vio married pentleee MAry wet her. Clever Jchn

vas a bustneium. He 1cred friendly Satrm~. Ir play'ed

gull. He vented Balm~. Joan who killed ur h'Wdy liked

pennilaea Mary.

YAkry in the park who veted a child loved clever John.

She had a child. * raised It. She we a friend or

frimady beautiful Balm.

beautiful Helest loved successful John. Beatiftt Helen

va maried. Nelen %h vented John ate lunch. She

&. wd a hwidy. She killed NWy.

Peter we a buddy.

TlA" T, Part 2

OuipAt Tert I
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J2hn loved Ibry. John loved Helen. w. warted

Nmry mho Naried John mt hU. k1x7 tAbo killed

Nalo Ithat Cin.

OL13A wated Xley. It had bar. It raidaed her.

Blas loved Joh. Me wented hia.

ftt-r ubm kflimd him liked tiee.

Lnc &to her.1

Golf r~.- Jdmn of Peter.

Table a

1inqpbraft of Lwst Text T Usis., Ccwmerse of Dprc-ecem
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Clever John mt.Mary in the paz k. John narried Mary.

Yary loved .Tehn.. NIary wanai a uAl"=. had.

th±1d. Hwry raised a child. John vas a suezessat.

businessman viio vorked for a carporat'on. Mary w.as

penniiless. John secretly loved Helen I~ - -wqtiful.

(Outine) Helen vho also loved John was maried to Peter. Hwry

was a friend of Helen. Peter was a bua~y of John.

Melen iiho was friendly often ate 12inch vith Mary. John

played golf vith Peter. John vented Helen. Helem t.inted

John. Divorce vas impossible. The solution vas simple,

John liked Mary. Helen Liked Peter. John killed Peter.

H~1~Y !*..-y. The end vas happy.

A businessmen is a man who likes mny. John was a

gangster. Peter ves a bullfighter. Mary vas a countess.

Rol" vas a flam-nco dancer. :wa - is a rialw coal.

A Sagstp-- cca-1..i A b~nr uV' i~hter fibts bull;.

(Mi Text) Bull are dangerouz wmei,%is. -.. e gangster dxiviD. r

bentley. The flamnco dancer hav mw~- soalrers. The

=oqntesa owns a cas+.e.

Table 9, Part 1

Inpkut Text 11
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Jahn %W married Pam" aes Mary jwt ber. -Clever Jahn

mho commt& crime wui z bsIus-r_ -]ev- Jchn who

drives a btle loved a fliwn-ca dancer. John VL&yed

K golf. He wnted 3-1 en. Clever John mb. klled Peter

liked May. John % ,Iftes mony is a m. Clever

Jo as za ster.

~yloved a scesafl. businesmn. Mary mbo va a

cutess waned a cbilA. PenailessV= azd It.

Penniless May raised It. Sbe va & ftien. Natry In

the perk emu a castle.

F~mm, 1.1e.: . -- d clever John. Sbe vomarried.

Sbe ste lunch with YArY. Fq.Ls* m.O& .InL. am 11

Peter. Basa killed a count***. Bolan i b Memn

ware s a deaoe.

Pater v." fIghts hellw vas a buddy of John. Be va

a bualtmte .

Tabl 9, P%-rt 2

Oupu '2
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(0trOt~ ) The hero is Peter. The unfaithful husbandi is

John -who connits nwder

(ibmn taxt) John WA a gangster. The ganagster drives a

bentley. A gangster comits crimes. John

was a successful busineusman who works f : a

I corporation. Bulls are dangerous animals.

Peter was a bullfighter. A bullf ighter f ights

Tabl. 10, I'a. 1

Input Text III
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A hero flghting bulls Is Peter. Hie vas a

The husband comitting urder is successful

John %to vas a gangster drivring a bent!ley.

A husband canlts crime*. The- successful

=ZIT 3 busanud is a u'iccesatul businessmen.

Table 10, Part 2

Output Twct III

With Coat. elmn of Source Text Verbs to -orme in -Ing'
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(Ouitline) The hero is Pettr. The howvreer is Reler. TLhe

unfaiti-ful hti,,1- d is John uh. cuicLIL. ardir The

rz..i ihousevife is Mary.

(Xbin text) John is a muccessful bu~sinessan i to works for a

corporation. A husineman Is a man who likes mmey.

John wa a gang-taer. Peter usa a bullfighter. Hwry

was a countess. Helen was a darter. A gangster eomits

crime. A bulfigbt fights bulls. Bull ar- e A, r-a

mwas. The gangster drives a bentley. The dancer has

many admirers. The dancer wars a hat. The countess

Owns a C-0-- 'hn secretly loved Helen who was

beautiful. Hlelen iiho &.-u loved John pa.. married to

Peter. John vante4 Helen. Belen vanted John.

Divorce v~a izqossible. The solution was simple. John

kileA Peter. Helcn killed Mary. ,e eri vsA& happy.

Tabl- 11, hr. 1

Input T2ext IV
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A hero fightin~g bulls is Peter. H!e was a

The beoitiful. homvrecker who wanted a gaigaer Ao

commits crimes is Helen. The :oamvec~er was a ~~ who

has many admirers. Mie vears a hat. She loved successful

John who, loved the 4ancer. A beautiful hawecker was

miarried. She killed Mary vho owa3 a castle.

An vnfaithful husband liking money in tho gangster

- - rivinegbbetitley. He .comits muider. -The %mfaithi a

InW7-= uor: Ing is a successful buabineam~. He is

a man. The husband was a ddwater. 7% imfaitlhu husband

vented Helen. The hausband killed Pet-r.

Table11, Part 2

Ot3'put Text XY

With Corver*;Aof of Verb. to l ornI-% Bnding in '--.nd-



Syste Develoment Corporation,
Santa Monica, California
AUTIOCATIC PAPAPSHASIW IN ESAY 7'1MAT.
scientific rept., s'.16(0/001/O0, '-y
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Unclas'ried ruipc.t

DiSCHPCPS: Larcuage.

Describes an operating comptez prora
that accepts as input an essay of up to
300 vo'da in length, Man yi3AS ma Out..-t
53 ewssy-type parephrase that is a
nonredundant ammary of the content of LMM E

tUNCLASInI M
the sour--e Luxt. JPr*- that

uped, the content or aaevaial gat+"eea
In the iznmxt text my be cmbined Into
a sentenc-- in the output. Further
reports that the format of the output
e samy may be varl ad by ad I . t-2e'zt of
proq-m paramouers, and that the systw
occaionally nuerts subject or object

pronouns in It&. per--ph- see to avoiC. 1
rol-tiioutsOty*e TI.

"Cue


